WEIGHTED INEQUALITIES FOR THE TWO-DIMENSIONAL
ONE-SIDED HARDY-LITTLEWOOD MAXIMAL FUNCTION

L. FORZANI, F.J. MARTIN-REYES AND S. OMBROSI

ABSTRACT. In this work we characterize the pair of weights (w,v) such that
the one-sided Hardy-Littlewood maximal function in dimension two is of weak-
type (p,p), 1 < p < oo, with respect to the pair (w,v). As an application of
this result we obtain a generalization of the classic Dunford-Schwartz Ergodic
Maximal Theorem for bi-parameter flows of null-preserving transformations.

1. INTRODUCTION AND MAIN RESULTS

In the 30’s, it began the study of the one-sided Hardy-Littlewood maximal func-

tion
1 x+h
M f) =supy [ 111
h>0 x

which is defined for measurable functions f : R — R. In the same years the basic
results about the ergodic maximal operator were obtained. If (X, F, i) is a measure
space and {r¢ : t € R} is a flow of measure preserving transformations on X, the
ergodic maximal function is defined by

Lo,
M f@) = sup [0 ar

for all measurable functions f : X — R. We notice that M ™ is a particular case of
the ergodic maximal operator since M+ = M, when (X, u) is R with the Lebesgue
measure and 7¢(z) = z + t. Nowadays it is well known that, by transference argu-
ments, the results of the boundedness for the general operator M, can be obtained
by the corresponding results for the particular case Mt (see [18] for a recent expo-
sition in the discrete case).

Although the search started with the one-sided Hardy-Littlewood maximal op-
erator, we notice that in Harmonic Analysis the usual Hardy-Littlewood maximal
operator is the two-sided operator

M f(x) =sup — .
f(@) h>I()J 2h Joon 7
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In R", for n > 1, the Hardy-Littlewood maximal operator is defined by

1
Mf(@) =swp— [ ],
h>0 ‘Q(.T, h)| Q(x,h)
where Q(z,h) denotes the cube of center z, sides parallel to the axis, and side
of length 2h. This operator has been extensively studied. In particular Mucken-
houpt [12] (see also [4]) established necessary and sufficient conditions on a positive
function (weight) w for the inequality

/ (Mf)Pw<C [ [ffPw, 1<p<oo,
n ]R’IL

to hold for all measurable functions with a constant independent of f. Muckenhoupt
solved also the same problem for the weak type inequality

/ we g [

fweRnMp(@)>A) W

Since then, a lot of work has been done establishing the same kind of inequalities
for other operators. Surprisingly, it took fourteen years until E. Sawyer [17] charac-
terized the good weights for the one-sided Hardy-Littlewood maximal operator in
the real line. These results were applied to the ergodic setting (for instance see [11],
[14], [2], [8]). We remark that weighted inequalities for other one-sided operators
have been studied before and after the seminal work of Muckenhoupt. Examples
of these operators are the averaging Hardy operator [1]

Tf(:v)=i/oxf

and the Liouville fractional integral operator

riw) = [ - orioa

We remark that these one-sided operators are defined in the real line.

E. Sawyer [16] studied the weighted inequalities for a one-sided operator in
R2. More precibely, he considered the two-dimensional Hardy operator defined
as Hf(z,y) = [y [ f(s,t)dsdt for x,y > 0. As Sawyer mentioned in his paper,
the proofs do not generahze (at least in an obvious way) to higher dimensions. Until
now, the result has not been extended to R™ with n > 3.

But, what can be said about the one-sided Hardy-Littlewood maximal operator
in R™ for n > 17 It is quite clear that a possible and natural definition is

x1+h Tn+h
M*f(z) = sup — / I

where © = (z1,...,z,). Once we have ﬁxed the operator, we settle the question of
finding necessary and sufficient conditions for the weighted inequalities

[arpesc [ ipw

C
/ w< < [ i
{zeR™: M+ f(z)>A} M Jgn



WEIGHTED INEQUALITIES FOR THE ONE-SIDED MAXIMAL FUNCTION 3

to hold. As far as we know, this problem has not been solved; an early discussion
can be found in [10] and the characterization of the weak type of a one-sided dyadic
maximal operator in R™ appears in [13]. However, the usual non-dyadic case seems
to be more complicated and therefore it requires a deeper analysis.

In this paper, we answer the question associated with the weighted weak type
inequality of M™ in dimension two. That is, we show a characterization of the
pairs of weights (w,v) such that the operator M in R? is of weak type (p,p) with
respect to the pair (w, v). The conditions in the weights are the expectable geometric
conditions similar to the conditions of the classes of Muckenhoupt A, (R?).

In order to state the main result of this paper we need to introduce some notation.

If @ =[a—h,a] x[b—h,b| is a square with sides parallel to the axis we set

Qt =[a,a+ h] x [b,b+ h]. Now, we define the one-sided Muckenhoupt conditions
in R2.
Definition 1.1. Let (w,v) be a pair of nonnegative measurable functions on R2.
Let 1 < p < oo and let p’ its conjugate exponent, that is, p+p’ = 1. It is said that
(w,v) satisfies A;‘ (]RQ), or (w,v) € A;‘ (]RQ), if there exists a positive constant C
such that for all squares @

1 1/1” 1 1 p/ 1/;0’
— —_ - C.
(IQI /Q‘”> (|Q+| 0" > =

It is said that (w,v) satisfies A} (RQ) if there exists a positive constant C' such that
forallh >0

1 Xy 1)
—2/ / w < Cv(z) for almost every v = (1, x2).
h’ Il—h wz—h

Af (R?) is similar to the Muckenhoupt A, (R?) condition. We remind that
(w,v) satisfies A, (RQ), 1 < p < o0, if there exists a positive constant C such that

for all squares )
1 / >1/P ( 1 / 1p/>1/17/
— [ w — | v <C.
(IQ Q Ql Jg

It is said that (w,v) satisfies A1 (R?) if there exists a positive constant C' such that
for all squares )

1
—/ w < Cu(z) for almost every = € Q.
Rl Jo

It is easy to see that if (w, v) belongs to the classic Muckenhoupt condition A, (R2)
and if ¢ is a nonnegative function on R? which is non decreasing on each variable
separately, then (gw, gv) € A; (RQ). In particular, (g,g) € AT (RQ).

Now we are ready to state the main theorem in the paper.

Theorem 1.2. Let (w,v) be a pair of nonnegative measurable functions on R?. Let
1 < p < 0. Then, the following conditions are equivalent:
(a) (w,v) € Af (RZ)
(b) There is a constant C' such that for every measurable function f and every
A > 0 the inequality

w({z: M*f(z) > A}) SC')\_Z’/]Rz IfIPv
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holds, where w(E) stands for [, w

The proof is geometric and it is based on Lemma 3.1 which is a covering lemma.
The search of this lemma has been inspired by the covering arguments in [13]. Tt
is not clear for us if Lemma 3.1 can be extended to higher dimensions.

We already mentioned that if w is a nonnegative function on R? which is non
decreasing on each variable separately then (w,w) € A;r (RQ) . Therefore, we have
the following corollary.

Corollary 1.3. If w is a nonnegative function on R? which is increasing (non
decreasing) on each variable separately then

C
w<— [ [flw
{2: M+ f(z)> A} A Jre
for all A > 0 and all measurable function f.
Actually, we want to point out that this corollary follows easily from the Dunford-
Schwartz ergodic maximal theorem. In the next theorem we recall the result by
Dunford and Schwartz.

Theorem 1.4. [6, Lemma VIL.7.11] Let (X,F,u) be a measure space and let
T ={Tt : t = (t1,...,tn),t1,...,tn, > 0} be a strongly measurable semi-group
of operators in L*(X,F, ) with HTt||1 <1 and T < 1. Let

/ /Tt Ydty ... dt,

Then there is an absolute constant C,,, which is independent of the semi-group and
independent of f, such that

Mr f(z) = sup — A
h>0

p{z € X : Mrf(z) > A}) <

|f] dps
Cp A /{weX:MTf(w)>Cn>\}

for all X > 0.

Observe that if w is a nonnegative function in R™ which is increasing on each
variable separately then the semigroup of operators T¢f(z) = f(xz +t), t € R®,
t=(t1,...,tn), t; > 0, is a contraction in L!(w) and in L°(w). Therefore, we can
apply Dunford-Schwartz ergodic theorem and Corollary 1.3 follows not only in R?
but in R™ for all n. This result seems to be not well known and the authors have
not found it in the literature.

We point out that we do not know any geometric proof of Dunford-Schwartz
ergodic theorem. However, Theorem 1.2 gives a geometric proof of Corollary 1.3
which is Dunford-Schwartz ergodic theorem for the semigroup T f(x) = f(x + t)
in R2.

As an application in Ergodic Theory of our main result we obtain a theorem
which is in some sense an extension of Dunford-Schwartz ergodic Theorem. In
order to state it, consider a o-finite measure space (X, F, ) and let {7 : t € R?}
be a bi-parameter flow of null-preserving transformations on X, that is,

(a) For allt € R?, 7t : X — X is a measurable map such that if u(E) = 0 then
u(t'E) = 0.
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(b) The map (¢,z) — 7¢(z) from R? x X — X is measurable with respect to
the completion of the o-algebra product in R? x X.
(c) T%(z) =x for all z € X and 7t o 7% = 7t for all ¢, s € R%.
The flow induces a group 7 = {T* : t € R?} of operators acting on measurable
functions and defined by
T f(a) = f(7'a).

For each h > 0 we consider the averages over squares

h rh
) M@ =gz [ [ T

To study the convergence of A, as h — +oo the usual thing is to consider the
ergodic maximal operator
Mr f(z) = sup |Anf(2)] .
h>0
By using Dunford-Schwartz Theorem quoted in the introduction, we have that if
each T" is a contraction in L!(u) then the maximal operator Mz is of weak type
(1,1), that is, there exists C such that

(2) plr € X Mrf(a) > A) < § J 11

for all A > 0 and all f € L*(u). Our result in Ergodic Theory, Theorem 1.5, states
that (2) holds under the assumption that the group 7 is Cesaro bounded in L' (),
which means that there exists C' > 0 such that

(3) sup /X Anfl < C /X |l dp.

h>0
for all measurable function f > 0. Now we are ready to state the theorem.

Theorem 1.5. Let (X, F, ) be a o-finite measure space and let {r' :t € R?} be a
flow of null-preserving transformations on X. Assume that the group T is Cesaro
bounded in L'(p). Then there is a constant C > 0 such that

pl{r € X Mrf() > M) < § /X fldu

for all A >0 and all f € L*(u).

We remark that the assumption about the group together with the properties
of the flow assures that Ay f is defined and (3) holds for all f € L'(u). Notice
also that if each T" is a contraction in L!(u) then the group 7 is Cesaro bounded
in L'(u). Therefore, our assumption is weaker than the one we need to apply
Dunford-Schwartz Theorem (in Final Remarks we observe that there are groups
which are Cesaro-bounded but the operators are not contraction in L!(u)).

The paper is organized as follows: §2 is dedicated to introduce notations, the
definitions of some maximal operators and some results about them; in §3 and §4
we prove the main result and the covering lemma, respectively; while in the last
section we prove Theorem 1.5 and we make some remarks.

As usual, if E C R” is measurable, |E| denotes the Lebesgue measure of E and
if w is a measurable function then w(E) = [  w. Throughout the paper, the letter
C will denote a positive constant whose value may change from line to line.
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2. NOTATION AND DEFINITIONS

If I = [a, b] is a bounded interval we denote I = [b,2b—a] and I~ = [2a — b, al.
By a square we mean a square with sides parallel to the axis. If @ = I; x 15 is a
square then [(Q) stands for the length of the side of @, that is, the length of I; or
I>, and we denote the squares If X I;r, and I7 X I, by QT and Q~, respectively.
We shall say that a square @ is of dyadic size if [(Q) = 2F for some k € Z. If
Q@ is a square and « is a positive number, o) is the square with the same center
as Q and [(aQ) = al(Q). If Q = [a,a + h] X [b,b + h] then Q is the dilation
of @ to the right and to the bottom in half the length of the side of @, that is,
Q= la,a+3h] x [b— % b+ h]. See Figure 1.

Let z € R%, 2 = (x1,72), and let h be a positive real number. We denote
Qu,n = [r1,21 + h] X [w2,22 + h], Qpp— = [T1 — h,21] X [22 — h,x2]. With this
notation, we define the maximal functions

M* f(x) = sup Il and M~ f(z) = sup —

! £
h>0 | Q. Qu,n h>0|Qx7h*| Quon- .

Now we divide the square Q5 into four squares (see Figure 2):

Qup = QU QupUQ:,uUQs,

h h
gzc,h = [$1+§,=’51+h] X [127$2+5],
h h
o= [$17$1+5] X [5E2+§7ﬂf2+h]
and
1 h h
zh [$1+§7$1+h]x[$2+§,x2+h],

and we define

M) = s [,

h>0 ;:,h I
+2 1
M¥f@) = sw—— [ |f
h>0 o h 2 h
+3 1
M™f(z) = sup | ]
h>0 |3 3
x,h z,h
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FIGURE 2. Subsquares.

We have that M is essentially equivalent to the sum of the maximal operators
M™¢ i=1,2,3. We state this result in the next proposition.

Proposition 2.1. The following inequality holds for every measurable function:
1 1
(M7 f(@)+ M2 )+ M2 f (@) < M7 f(w) < 3(M+1f( @)+ M*? f(2)+ M2 f(2)).

Proof. By density arguments, it is enough to prove it for functions f € L!(dx). It
is clear that for every h > 0

‘Ql‘/Q |f|§4® A |f| < AMT f(x).
x,h @,h ) @,h

Therefore M f(z) + M2 f(z) + M3 f(x) < 12M T f(x). On the other hand, if
h > 0 we have

1 1
. Ifl = —— / |f\+/ | f]
|Qz,h‘ Qu,h ‘meh| Qz% Qu, h\Q h
1

4‘6295,%

< 3 O @)+ M7 f(@) + M7 () + MF5(2))

Taking supremum on h > 0
M fa) < 7 (M () + M f() + M2 () + M* ().

Since f € L' we have M T f(z) < oo a.e., and therefore

IN

1+ 3 (M“f() M*2 f(x) + M2 f(x))

Qz,g

M f(x) < 3(M“f() + M2 f(2) + M f(2)).
O

For technical reasons, in the proof of the main result we shall use the maximal
operator M™ defined by

M* f(a) = /
Je i‘é‘é!qu ot

that is, we only take cubes @), of dyadic size. This operator is essentially equiva-
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lent to M. In fact,
iz\ﬁ <Mt <M*.
We consider also M*1?, i =1,2,3,4, defined by

M“f(x) = sup b

kEZ ‘Q;)Qk

The operators M+ and M are related in the same way as M+ and M. We
establish this relation in the next proposition.

E
Qz

x,2k

Proposition 2.2. The following inequality holds for every measurable function:
1 1
M @) FMTZf(2)+ M f(2)) < M7 f(2) < g(M“f($)+M+2f(w)+/\/l+3f(w))-

The proof is the same as the proof of Proposition 2.1.

3. PROOF OF THEOREM 1.2

The relevant implication is (a) = (b) since (b) = (a) follows as in the classic
case of Muckenhoupt weights and we omit it.

(a) = (b). Since M+ and M™ are essentially equivalent, it is enough to prove
(b) for the operator M, that is, we are going to prove the following inequality:

(4) w({o: M) > A}) < cxp/ 7o
R2
Observe that (4) follows from the inequality

(5) w(teh< M@ <) < 5 [ I

In fact, if (5) holds then

w({z: MTf(z) > A}) = iw ({z: 2°A < MT f(z) < 28T}

k=0
— C 2rC

< —_— p = — p .

—kzzozpkv /R P =G L V1™
Proof of (5). By Proposition 2.2, we only have to prove that

; C
6) w({z: A<M f(x), M f(z) <2)}) < ﬁ/ |f|Pv fori=1,2,3,
R2

with a constant independent of f and A\. We shall prove it for i = 2, being similar

fori=1,3.

Proof of (6) fori=2. Let us consider for each £ > 0 the truncated maximal op-
erator

MEf (@)= sup ,fQ/Q .

h=2F>¢ keZ 2
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Since M?Q fTM*2f as €| 0F it follows from the monotone convergence theorem
that it suffices to prove that

C
™) w(fosh < MPr M T <)) < 5 [ I8
AP g2
for all A > 0 and all measurable f with a constant independent of &, A and f.

To prove (7) we shall need the following covering lemma which is the key result
of this paper. We notice that we need similar but different lemmas if we are dealing
with M™*¢ i = 1,3, instead of M*2.

Lemma 3.1. let f be a nonnegative measurable function. Let A = {z;,j =
1,...,n} a finite set of points on R?. Assume that for each x; € A we have an
associated square Q; of dyadic size such that its upper right corner is x; and

1 A
— f>-.
Q)] Jor2" ~ 4

Then, there exists a set T' C {1,...,n} such that, zf@vj is the dilation of Q; to the
right and to the bottom in half the length of the side of Q);, we have

(8) AclJas,

iel

1

A
- f > —
Q5| Ja,)+

4

Moreover, @ g @;, 1# 7,1, € ', and the squares @vz-, 1 € I, of the same size are
almost disjoints, that is, there exists a constant C' such that for alll

2. xg <0

{iel:l(Q:)=1}

(Consequently, the squares (CZ)"r with i € ' of the same size are almost disjoints

too.)

Further, if
1

(10) — [ f<8A
@5l J@n+

then there exists a family of sets {F};};cr with F; C (@;)‘F7 such that

A 1
(11) = < = / f-

8 |Qj| F;
and they are almost disjoint, i.e, there exists C (independent of everything), such
that

(12) > o xpl@) <C.

jer

We postpone the proof of the lemma to the next section.
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Proof of (7). Observe first that if (w;, v;) € A} (R?), i = 1,2, then
(max{wy,ws}, max{vy,va}) € A;{ (RQ) y (min{wy, we}, min{vy,v2}) € A; (RQ).
In particular, for each n € N, if (w,v) € A} (R?) then the pairs (wy,,v,) and

(Wn,n) belong to Af (R?) with a uniform constant where w, = max{w, 1

vy, = max{v, %}, Wy, = min{w,n} and v,, = min{v,n}.

It is enough to prove (7) for bounded functions f € LP(v) with compact sup-
port. It follows from the above remark that we may assume also that w is locally
integrable and there exists v > 0 such that

0<~vy<w(x) forall xzcR2%

Let E={reR?*: )< Mng(zv)J\/l"‘f(x) < 2X}. We notice that the weighted
measure w(x) dz is finite on compact sets since w is locally integrable. Therefore
it is enough to show that there exists C' > 0 such that

(13) <% L

for all compact set K C E.

Let us fix a compact set K C E. For each z = (x1,x2) € K there exists a square
Q= [r1 — 1, 21] X [12 — |, 2] with € <1 and [ = 2¥ for some k € Z such that

A 1
1570, Jos= !
Let Qg o1 = [x1, 21+ 2l X [T2, 22 +21]. It is clear that (@;)*2 C Qg,21 and therefore
1
|f| | f
|Qw‘ |Q$‘ Q.21
4
=i |f] < AM™f(z) < 8,
|Q:L’,2[‘ Qz,Ql

where the last inequality follows from z € K C E. Consequently, for each x € K
we have a square Q, = [t1 — [, 21] X [x9 — .Z‘z] such that £ <1,

/\ 1
Q. Qi?

Observe that | < M for certain positive real number M depending on A and f.
This follows from the inequalities

4 4
< — < - .
<y [ sy [ i<

Sincel < M, x € K and K is compact we have that the union UxeK@\; is a bounded
set. Thus, there exists a square R such that

UxEKQac C R.

Let us consider the square 2R. Since w is integrable on 2R, there exists €, 0 < ¢ < 1,
such that if @ C R is a square then

w((1+e)Q\ Q) <~&.

d < 8.
g1 o [ s
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If I(Q) > ¢ and Q C R then
w((146)Q\ Q) <7 <+|Q| < w(Q).

Consequently,

w((1+¢2)Q) < 2w(Q)
for all square @ C R such that [(Q) > £. In particular
w((1+¢e)Qq) < 2w(Q,), forallze K.
Let us denote by B, (r) to the ball of center « and radius r. It is clear that
e
5 )

Since K is compact, there exist z1,...,25 € K such that K C Uj_ 1Bm]( °). Ap-
plying the covering lemma to the set A = {x1,...,2} and the squares {QIJ i =
., 8}, there exists I" C {1,..., s} such that

K CUgerx B, (

A= {xla“',xs} - Uiera;
Further, there exists {F,, : i € I'} such that

(14) Fr, € (Qn)"
A 1

(15) < |@/F /]

and

(16) S ve, (@) <
el

Now, observe that if x; € A then there exists ¢ € I such that z; € @; . This
implies

B () (149
Therefore
K C u;legcj(%) C Uier(1+6)Q,
and
<Y w((1+)Qx) <2 w(Qa,).
el el

Assume now that p > 1. Then using (15) and Holder’s inequality

K) <2 w(@.) < ;Z (QT)<IQI:E,-/F |f|>

el el

C 1 11 g
= W (Qw)<|Qxi /Fi'f'“”’ )

i€l z

- SxlsE (L) | L

el
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Since Fy, C (Qy,)" and from A} (R?) condition we obtain

— p—1 — p—1
w(Ql’l) —ﬁ w(Q%) —ﬁ
|QJL’1 b <LL1 ! ) = |Q:m P ( (65;1)"' ! >

C

Combining these last estimates and the fact that the sets F,, ¢ € I', are almost
disjoint we get (13) for p > 1.

IN

If p =1 we use that

for almost every z € (Qq,)" (by condition Af(R2)). Since F,, C (Q,,)" we obtain

_ c 5y L
w(K)<2Y w(Qs) < A;M(Q“)/F” 7!

< Co(x)

ppar Qu,|
C
< —
< T /F e
el T
C
< —_
< § Lk

where in the last inequality we have used that the sets F,, are almost disjoint.

4. PROOF OF LEMMA 3.1

Before starting with the proof of the covering lemma, we need to introduce a
notion of maximality and to state some previous lemmas.

Definition 4.1. Assume that F is a finite family of squares. Let lo = max{l(Q) :
Q € F} and consider o ={Q € F : 1(Q) = lp}. Now consider F; ={Q € F:QnN
R=10 forall ReXy}. If F1 =0 then the process stops. If F1 # 0 then we take
I =max{l(Q) : Q € F1} and we set ¥; ={Q € F1 : 1(Q) = l1}. Now we continue
the process considering Fo = {Q € F1 : QNR =0 for all R € X1}. Since the fam-
ily F is finite the process stops in a finite number of steps. Assume that Lo, ..., Xk,
have been chosen and Fry1 = {Q € Fi, : QN R =0 forallRe Xy} =0. We

shall say that the squares belonging to UfioEi are mazimal squares in F.
Remark 4.2. Observe that if F is a finite family of squares and Q € F then either
Q is mazimal in F or there exists a mazimal square Q., such that 1(Q) < I(Q) and
QmNQ # 0. We have also that if Q; and Q; are mazimal in F then 1(Q;) = 1(Q;)
or@Q;NQ; =0.

Before stating the next lemma, remind the notation introduced in §2. In partic-
ular, é is the dilation of @) to the right and to the bottom in half the length of the
side of Q.

Lemma 4.3. Fiz o square Q. Let F = {Q; : j € T'} a finite family of squares
of dyadic size and such that the squares @;, j € T, of the same size are almost
disjoints, i.e., there exists a constant A such that for alll

Z XQ; < 4.

{ier:(Qq)=1}



WEIGHTED INEQUALITIES FOR THE ONE-SIDED MAXIMAL FUNCTION 13

LetTg = {j €T : (@vj U (@;)4‘) NoQ # 0,|Q,| < |Q|}, where dQ denotes the
border of Q. Then there exists a constant C depending only on A such that

S la|<clal

j€To

Proof. Let 1(Q) = lp. Then there exists kg € Z such that 27% < [o < 27ko+1,
Therefore

Lo = U2y, {j €T+ (Q5 U(Q))7) N9Q # 0,1 = (1/2)2).
If L;, i = 1,2,3,4, are the sides of the square @ it is clear that it will suffice to

prove
> X e

k=ko j€Elk 4

where 'y, = {j € T': (@vj U (@;)*) NL; #0,]Q; = (1/2%)%}. We will prove it for
one of the sides, being similar for the others. If Q = [a,b] X [¢, d] let L1 = {a} x[c, d].
Let k > ko. Then there exists a rectangle R}, such that |Ry| = 421p27% and
U Qu@)t c R
J€lk1

(Take Ry = [a — 5r,a + 5] x [c — 3ly,d + 3lo]). Then

Z)@;‘ = Ci >l

<ClQl,

JE€T KA k=ko j€Tk 1
o0
< C’Z U Qj
k=ko |j€lk 1
oo
< C Y |R
k=ko

IN

C> 2t =cClp2 ™ < Q|
k=ko

where we have used in the first inequality the fact that the squares of equal size are
almost disjoints. O

Lemma 4.4. Fiz o square Q. Let F = {Q; : j € T'} a finite family of squares
of dyadic size and such that the squares Q;, j € I', of the same size are almost
disjoints, i.e., there exists a constant A such that for alll

EE: XQ; =4
{iel:l(Q;)=1}
Assume that 62\; is not included in @7 forall j;i €T, j#1i LetTog={jeTl:
Q)T N(@Q)T #0,|Q;| <|Q|}. Then there exists a constant C' depending only on

A such that .
S la|<crar

Jj€lo
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Proof. Let Ty = {j € Ty : (@;U(@?)“‘) NAQ)" # 0} and Ty = {j € T :
Qj ( Nt C (@ Q)*}. It is clear that Iy = I'y UT,. Then, applying Lemma
(4.3) with Q@ = (Q)*, we can see that > jer, ’@Vj‘ < C|Q|. Now, we will see that

Zjérg

4.1 for the family {@; :j €T3} Then

Qj‘ < C'|Q|. We consider the maximal squares Q; in the sense of Definition

IESDS > |@]+1es

JEr2 €ls: J€Er2
Qimax Q'LmQJ?é@
1Q;1<1Qil

Since @; is not included in 62; , we have that

{7 €T2:Q;NQs #0,1Q;] < 1Qul} = {j €T2: Q; NAQ: #0,1Q;] < |Qul}-
Now, applying Lemma 4.3 with Q) = fQ\;, we get
Qi| < Il

~j€£2
Q/iﬁQ]fw
1Q;1<1Qil

Since the squares @: are almost disjoint and @ C (@)Jr we obtain that
Yo < e X

Jj€Er2 iGFQ:
Q;max

cl@r|=clal.

IN

Proof of Lemma 3.1. We shall do two selections.

First selection: Let B; be the set of points of A such that their second co-
ordinate is the biggest one among the second coordinates of the points in A. Let
x;, be the point of By with the smaller first coordinate. Assume that z;,,...,z;,
have been chosen. We define A; 11 = A\ U§:1 @TJ If Apiq1 = 0 then we do not
choose more points. If Api; # 0 then we consider the set By of points of Agy1
such that the second coordinate is the biggest one among the second coordinates
of the points in Ay and we choose z;,, as the point in Bgy; with the smaller
first coordinate. Since we have a finite number of squares the process stops. Let
A = {i: x; was chosen at some moment}. Then we have the following properties:

(2) ACUiea @

1 A
(b)  f>—forallieA.
Qi Qi)+ 4
(c) Ifl > 0 and Q; and Qy, are two squares with j,k € A and [(Q;) = (Qx) =1
then the norm ||z; — || is greater than [/2.
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L X 5

o

Qk

Q;

i

FIGURE 3. Possible places for z; if x} was chosen before than x;

€T .
o J T 033]
x .

] .
o ox]

Qk

Q;

FIGURE 4. Impossible places for x; if 2}, was chosen before than x;

(d) The squares @, 1 € A, of the same size are almost disjoints, i.e., there
exists a constant C such that for all [

Y. xg =C

{iea:l(Q:)=l}
(C = 36 is valid).
Property (a) is clear. In fact, if A is not included in (J;c 5 Q; then A\ Uiea Qi #0

and the process would continue. Property (b) follows from Q;r2 C (@;)4‘ and the
assumption in the lemma. In order to see that property (c) holds we may assume
that the point x) was chosen before z;. Then (c) follows since the second coordinate
of x), is bigger or equal than the second coordinate of x;, ; & @vk and [(Qx) =1
(see Figures 3 and 4).

Finally, property (d) follows from (c). Let us fix a square 62\]; = [z, — 31, 2j,] %
[yjo — %l,yjo], of the selection, i.e., (2j,,¥;,) is the upper-right corner. Then if
@\; is a square of the selection with l(@vj) = 31 and @ N @70 # () then the
upper-right corner (z;,y;) of @vj belongs to the square R;, = [Zjo — %l, Zj, + %l] X
[yjo — %l, Yjo + %l] Now, we divide R;, in 36 disjoint and equal squares of size %
The point (z;,y;) belongs only to one of those squares. Therefore, it follows from
(c) that there are not more than 36 squares @vj in the collection (one of them is

@;) of size 1 (@;) =1 (@;) that intersect @; This proves (d).
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Second selection: Let I'y = A. We take Q;, € {Q; : i € I'1} such that
1(Q;,) = max {l(Q;) : i € T'1}. Once we have chosen @1, ..., Qk, we consider
I'vy1 ={i € A: such that Q; is not contained in Q; for [ =1,. .., k}.

If T'y1 = () we do not choose more squares. If I'y 1 # () we choose é;;_/l € {@; NS

Tk41} such that l(@::) = max {l(@) 11 € I'g+1}. Since we have a finite number
of squares, the process stops in a finite number of steps. Let

I'={i € A: such that Q; was chosen in one of the steps above 1.

The family {@7 : 1 € '} has the properties(a)-(d) and it satisfies also the following
property:

(e) If i,j €T, i # j, then Q; Q.
We have already proved the first part of the lemma. Now we assume

1
(17) renl LI
IQ]‘ (Qj)+
and we proceed to select the family {F;}. We can apply Lemma 4.4 to the family
{Qj:jeT} FixedjeTand Ty = {i e : (Q:)T N(Q;)" #0,|Qi| < |Q;]} we

have by Lemma 4.4 that
dQil < Y7 1Qil < €l

i€l i€l
Consequently,
_f < 8 ) Q]
< 8CN Q|
< 32C( _  f
@)+

Therefore, we have proved that there exists a natural number N such that
(18) S [ ren[ i
ier; 7 Qi) ((70hs
where N is independent of f, A and j. Let s be the number of elements of I'. 1f

s < 2N we choose F; = (Q;)" and there is nothing to prove. Suppose s > 2N. We
define for each n, 1 <n < s, a subset EJ of (Q;)", in the following way:

Fl ={zc (@;)+ : there exist at least n numbers i € T such that z € (Q;)* and |Q;| < |Q;}

: _ \+
Clearly E} ., C E}. Moreover, for z € (Qj)

(19) S v @) < Y xg @)

i€l

In fact, if >, Xpi (z) =k then z € (@)+ for k indexes ¢ with |Q;| < |Q,|. But
these k indexes belong to I';; therefore Zz‘erj X(@n +(x) > k and the inequality is
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true. Now, by (18) and (19) we get

7;1 B flz)dz < /(@)+ f(z) gl; X(g+ (@) | do
= f<N f.
l;: / @)+

This inequality, s > 2N and ij f < Jpi [ give

2N | f<Z/ f<N f.

J
E2N +

Therefore,

,f<2/~ Iz
Ejn (@Qi)F
From this last inequality, if we define F; = (Q;)" — E; N We get

/ij> ;/@;ﬁf

i), >3
|QJ| 2|QJ| @)+ 8
It only remains to prove that the sets F; are almost disjoint. We will prove
(20) > xr,(z) < T2N.
jer
Let z € Nk F},, with j; € T. We will show that k < 72N. Since F}, C (Q;,)*
have z € (Qj,)". Consider all the squares (Q;,)" of maximum radio (there cannot

Thus

be more than 36). For any of them (suppose (Q;;)*) there can be no more than
2N of smaller size such that z belongs to those squares. For suppose this were
not true, then z belongs to s squares with s > 2NN of size smaller than (jSo)'*‘

and therefore z € Eg“ C Egj{}, a contradiction since z € Fj, = (@;0)"’ — E;J{}
Therefore (20) follows.
O

5. PROOF OF THEOREM 1.5

To prove Theorem 1.5 we need some facts and to introduce some notation. For
each t € R? we consider the measures p; defined by

pe(E) = p(r'(E)).
These measures have the same sets of measure zero than u since the transformations

are null-preserving. If H; is the Radon-Nikodym derivative of u; with respect to u
then

n(B) = [ (T'xe)
and
(21) Ht+s = (TtHs)Ht.
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It follows that the operators S'f = H,T!f are isometries in L'(u). Consequently,

by using [6, Lemma II1.11.6] we may assume without loss of generality that Hy(x) is
measurable with respect to the completion of the o-algebra product (see also [15]).

Proof of Theorem 1.5. Since 7T is Cesaro bounded in L'(u), we have by Tonelli’s

Theorem that
1 b sk
—2/ / /Tt_sf(m)dudt§0/ T7°f(z)du
h? Jo Jo Jx X

for every h > 0, all s = (s1,s2) € R? and each measurable function f > 0. But

/X T f(w) du = /X F(2)H_i(x) d.

Therefore

| @ (; [ [ dt) < C [ J@H. ) dn

for all nonnegative measurable function f, which implies

1 S1 S2
—2/ Hi(z)dtdp < CHg(x) a.e. x.
h Slfh 527}7/

It follows that for almost every z € X

1 S1 S2
ﬁ/ . th(z) dtdy < CHg(x) for ae. s = (s1,52),
S1— So—

or, in other words, for almost every z the functions t — H;(x) satisfy A] (R?) with
a constant independent of . Now we obtain the weak type (1,1) inequality by
transference arguments.

We can assume that f > 0. For each n > 0, let us consider MJf(x) =
SUpg<p<y Anf(x). Let X > 0 and Ex = {z € X : M, f(x) > A}. Let us fix
R > 0. Then

WD) = 35 | ’ / ’ [ T @ @)

- /X = / ‘ / " Ty () )it

If we define g*(t) = T'g(x), we have that if R > 0, t = (t1,t2), t1 < R, t < R and
T'xp,(z) =1 then M*(f*X(0,r4n]x[0,R+n))(t) > X. Therefore

1
(23) 1(Ey) S/ @/ Hy(z)du(z)dt.
X {t:M+(f"X[0, R+n]x [0, R+n]) () >A}

(22)
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Since, for almost every x, the functions ¢ — Hy(z) satisfy Af (R?) with a constant
independent of x we obtain by Theorem 1.2 that the last term is dominated by

% /X % /0 o /0 o £ (0 Hy () dtdu(x)

. ivR/R+n/R+n/Tf H (o))t
24
f};/ﬂ;/lﬂn/f iu(o
-5 () [ s

Letting R go to infinity we obtain

C
p(E < 5 [ F@)dnta).
X
Letting 1 tend to infinity we obtain the inequality that we wished to prove. O

Final Remarks 5.1. It is clear that My is bounded in L (u). Therefore, under

the assumptions in Theorem 1.5 we have that Mz is of strong type (p,p) for all

p > 1. It can be proved from this fact that A ® B is dense in LP(u), where
A={fecLP(u):T"f=f forallt = (t1,t2),t1,ts > 0}

and B is the linear manifold generated by

{f=T'f:feLP(u),t=(t,t2),t1,t2 > 0}.

It is clear that the averages Anf converge a.e. as h — +oo for all f in this dense
set. Therefore, by the weak type (1,1) inequality and the strong type inequality
(p,p), p > 1, we have that Apf converge a.e. as h — +oo for all f € Up>1LP (1)
(a detailed proof in the one dimensional case can be seen in [3]).

It is worth noting that there exist flows which are Cesaro bounded in L*(u). In
order to see this, consider a flow of measure preserving transformations, that is,
u(TtE) = u(E). Let us take the ergodic mazimal operator

//fodt

It is known that N is of weak type (1,1) and of strong type (p,p) for p > 1. Fiz p,
1 < p < oo, and a positive function g € LP(u). Let A be a constant such that

VT fllLe(uy < AllfllLr )

Nz f(z) = sup

h>0 h?

and define

N(l)
; A

where /\/’;Z) is the ith-iteration of N7. It is clear that w € LP(u), ||w||re( <
2/gllLr(py, 9 < w and Nrw < 2Aw a.e.. Consider now the measure fi = wdpu. The
last property of w implies that the flow is Cesaro bounded in L'(ji) and it is clear
that the transformations ¢ are null-preserving transformations with respect to fi.
Further, if we have that for some t € R? the transformation T is ergodic and the
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function g &€ L () then the operators Tt are not contractions, more over they are
not power bounded, that is, there is not a positive constant such that for all t

[rnanzc [ fan

A more detailed discussion in the one-dimensional case for the two-sided case can
be found in [9].

Finally, we point out that Theorem 1.5 remains true for 1 < p < oo, that is, if
the group T is Cesaro bounded in LP (), 1 < p < 0o, which means that there exists
C such that

(25) sup [ |Anfl? du<C [ 1117 an

h>0

for all measurable function f > 0, then there is a positive constant C such that
C
plle € X Mrf@) > M) < 5 [ 17

for all A > 0 and all f € LP(u). The weak type inequality follows by transference
arguments, as in the case p = 1, by using that the functions t — Hy(x) satisfy
A;‘ (R2) for almost every x with an uniform constant. All we have to show is that
(25) implies that the functions t — Hy(z) satisfy A (R?) for almost every x. The
proof is similar to the one-dimensional case [3], it uses the ideas of the factorization
of weights [5, 7] but is not so direct as the corresponding one for p = 1.
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