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Abstract. We discuss several characterizations of the A∞ class
of weights in the setting of general bases. Although they are equiv-
alent for the usual Muckenhoupt weights, we show that they can
give rise to different classes of weights for other bases. We also
obtain new characterizations for the usual A∞ weights.

1. Introduction

B. Muckenhoupt defined in [26] the A∞ class of weights in Rn as
those nonnegative locally integrable functions w satisfying the following
condition: given ε > 0 there exists δ > 0 such that if Q is a cube, E ⊂ Q
and |E| < δ|Q|, then w(E) < εw(Q), where |E| denotes the Lebesgue
measure of the set E and w(E) the integral of w on E. Then he proved
that w is in A∞ if and only if w ∈ Ap for some p > 1.

R. R. Coifman and C. Fefferman in [6] defined A∞ as follows: there
are constants C, δ > 0 such that for any cube Q and any measurable
E ⊂ Q it holds that

(1.1)
w(E)

w(Q)
≤ C

(
|E|
|Q|

)δ
.

They also proved that this condition is equivalent to being in Ap for
some p > 1. Condition (1.1) appeared previously in [5] without proving
the equivalence (see also [17]).

Other characterizations of A∞ were given by N. Fujii in [11], an
apparently less-known paper. Later, S. Hruščev in [18] and indepen-
dently J. Garćıa-Cuerva and J. L. Rubio de Francia in the book [12]
introduced another characterization, obtained as the limit when p goes
to infinity of the Ap condition, namely,

(1.2)
1

|Q|

∫
Q

w ≤ C exp

(
1

|Q|

∫
Q

logw

)
.
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All the mentioned characterizations including those in Fujii’s paper
were also collected in the survey [10].

Reviewing several presentations of the theory of Ap weights we can
see that the authors do not agree in using a particular condition as
the definition of the A∞ class. The condition of Muckenhoupt’s paper
mentioned in the first paragraph is chosen in [31] and the variant in
which the condition is required only for some ε, δ < 1 is preferred in
[10] and [34]. Condition (1.1) is the definition given in [8], [12], and
[13]; the definition in [16] is (1.2); and the authors of [7] use the union
of the Ap classes to define A∞. A different condition using medians
(labeled as (P5) in Definition 2.5) is chosen in [32].

The authors of this paper studied in [9] the weights associated to
the maximal operator defined on (0,+∞) by the basis of intervals of
the form (0, b), with b > 0, which are also the weights associated to
the Calderón operator. We proved that the corresponding classes of
Ap weights do not behave as the usual ones, for instance, their union is
strictly contained in the class of weights given by an exponential condi-
tion of type (1.2), or they need not satisfy a reverse Hölder inequality.
This last property has been observed also for weights associated to
other bases.

Our aim in this paper is to compare the different characterizations
of A∞ in a general context. For this, we use a basis in an arbitrary
measure space and write in Section 2 a list of conditions that when
particularized to the bases of cubes (or balls) in Rn are known to be
equivalent. We first prove in Section 3 that some of them are equiva-
lent without further assumptions, and then in Section 4 some one-way
implications. Section 5 is devoted to the counterexamples. In a few
cases, we have not been able to decide whether the conditions are some-
how related. For the basis of intervals related to the Calderón weights
studied in [9], and also for the basis of Carleson cubes, we prove in
Section 6 the precise inclusions for all the classes of weights defined by
the conditions of Section 2. In Section 7 we consider the bases of cubes
and rectangles, and consider another characterization of A∞. Finally,
as in the usual case, we define a BMO space associated to the basis and
show that the classical result relating functions in BMO to logarithms
of the weights does not hold in general.

2. Characterizations of A∞

Given a measure space (X,µ) with a σ-finite measure, a basis B is
a collection of µ-measurable subsets B of X such that 0 < µ(B) <∞.
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The maximal function associated to B is

(2.1) MBf(x) = sup
B∈B:x∈B

1

µ(B)

∫
B

|f | dµ,

where f is a (real or complex) µ-measurable function and the supremum
can be infinity. To avoid technicalities we assume that the union of the
elements of B is X up to a set of µ-measure zero. Thus (2.1) is defined
for almost every x ∈ X. If the basis is formed by open sets or if it is
countable, for instance, MBf is measurable, which we assume.

A weight w for a given basis B is a µ-measurable nonnegative function
in X such that the integral of w over the sets of B is finite. For a weight
w and a µ-measurable set E we write

w(E) :=

∫
E

w dµ.

If w ≡ 1, we write µ(E) instead. The average of w on B with respect
to µ is denoted by wB, that is,

(2.2) wB =
w(B)

µ(B)
.

A function f is in Lp(w) if∫
X

|f |pw dµ < +∞.

Definition 2.1. Let B be a basis and 1 < p < ∞. A weight w is in
Ap,B if it satisfies

(2.3) sup
B∈B

(
1

µ(B)

∫
B

w dµ

)(
1

µ(B)

∫
B

w1−p′dµ

)p−1

<∞.

We say that the basis B is a Muckenhoupt basis if the maximal
operator MB is bounded on Lp(w) for each p, 1 < p <∞, and for every
w ∈ Ap,B.

Definition 2.2. Let B be a basis and 1 < q < ∞. A weight w is in
RHq,B if for some C > 0 and every B ∈ B it satisfies

(2.4)

(
1

µ(B)

∫
B

wq dµ

)1/q

≤ C

µ(B)

∫
B

w dµ

Remark 2.3. Let the measure ν be given by dν = wdµ. The Ap,B
condition (2.3) can be written as

(2.5)

(
1

ν(B)

∫
B

(w−1)p
′
dν

)1/p′

≤ C

ν(B)

∫
B

w−1 dν,

which is a reverse Hölder inequality of w−1 with respect to ν.
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Definition 2.4. Let w be a weight and B a set in the basis. The
median of w in B is a number m(w;B) such that

µ({x ∈ B : w(x) < m(w;B)}) ≤ 1

2
µ(B),

µ({x ∈ B : w(x) > m(w;B)}) ≤ 1

2
µ(B).

If there is more than one value satisfying the conditions, the median
can be chosen as the largest possible value, for instance.

The choice of the largest value does not coincide with the definition
of [32]. But any number satisfying the stated conditions can be used
as the median in the results appearing in this paper.

Note that m(w;B) ≤ 2wB, due to the inequality

µ({x ∈ B : w(x) ≥ m(w;B)}) ≥ 1

2
µ(B).

Definition 2.5. Let B be a basis and w a weight such that 0 < w(B) <
∞ for every B ∈ B. We define the following properties that w may
satisfy or not.

(P1): w ∈
⋃

1<p<∞

Ap,B.

(P1’): There exist δ, C > 0 such that for every B ∈ B and every
µ-measurable set E contained in B it holds that

µ(E)

µ(B)
≤ C

(
w(E)

w(B)

)δ
.

(P2): There exists C > 0 such that for every B ∈ B it holds that

1

µ(B)

∫
B

w dµ ≤ C exp

(
1

µ(B)

∫
B

logw dµ

)
.

(P2’): There exists C > 0 such that for every B ∈ B and for
every s ∈ (0, 1) it holds that

1

µ(B)

∫
B

w dµ ≤ C

(
1

µ(B)

∫
B

ws dµ

)1/s

.

(P3): w ∈
⋃

1<q<∞

RHq,B.

(P3’): There exist δ, C > 0 such that for every B ∈ B and every
µ-measurable set E contained in B it holds that

w(E)

w(B)
≤ C

(
µ(E)

µ(B)

)δ
.
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(P4): There exist α, β ∈ (0, 1) such that for every B ∈ B and
every µ-measurable set E contained in B for which µ(E) <
αµ(B) it holds that w(E) ≤ βw(B).

(P4’): There exist α, β ∈ (0, 1) such that for every B ∈ B it holds
that

µ{x ∈ B : w(x) ≤ αwB}) ≤ βµ(B),

where wB is the µ-average of w in B.

(P5): There exists C > 0 such that for every B ∈ B it holds that

wB ≤ Cm(w;B),

where m(w;B) is the median of w in B.

(P6): There exists C > 0 such that for every B ∈ B it holds that∫
B

w log+ w

wB
dµ ≤ Cw(B).

(P7): There exists C > 0 such that for every B ∈ B it holds that∫
B

MB(wχB)dµ ≤ Cw(B).

(P8): There exist C, β > 0 such that for every B ∈ B and for
every λ > wB it holds that

w({x ∈ B : w(x) > λ}) ≤ Cλµ({x ∈ B : w(x) > βλ}).

When B is the basis of cubes (or Euclidean balls) in Rn equipped
with the Lebesgue measure, all these properties are equivalent. For
most of them this is a result that can be found in many places.

Condition (P1’) corresponds to the characterization of the restricted
weak-type for the Hardy-Littlewood maximal operator by R. Kerman
and A. Torchinsky ([22]). Condition (P2’) for fixed s is the same as
saying that ws is in RH1/s,B. The fact that the usual A∞ weights
hold this property was observed in [33, Lemma 6.1]. We need the
uniformity of the constant C for s ∈ (0, 1) to obtain the equivalence of
(P2) and (P2’), but in the case of the usual A∞ weights just one value
of s in (0, 1) is enough for the characterization. Condition (P5) using
medians was introduced by J. O. Strömberg and A. Torchinsky in [32],
as the definition of the A∞ class. Conditions (P6) and (P7) appear
in the characterizations of the A∞ class by N. Fujii in [11]. Condition
(P7) was also used by J. M. Wilson in [35] and subsequent works, and
has received special attention in recent times because its constant (the
smallest value of C satisfying the inequality) has been used to write
sharp bounds for the norms of some operators as in [19], [20] and [29],
for instance. Condition (P6) is presented in [3] and [4] as a limit case
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of the reverse Hölder inequalities and the value of the best constant in
such inequality is compared with the constant in (P2) for cubes and for
dyadic cubes in Rn. Condition (P8) appears in [6] as a step in the proof
of the reverse Hölder inequality, and in [28] and [27] it is presented as
one of the characterizations of A∞.

Fix w and consider the measure ν given by dν = wdµ. Let us say
that a weight v satisfies (Pj)ν (j = 1, 2, . . . , 6, 8) if it satisfies (Pj) with
v instead of w and ν instead of µ. As indicated in Remark 2.3, (P1)
for w is equivalent to (P3)ν for w−1. It is easy to check that (P4) for
w and (P4)ν for w−1 are equivalent (apply (P4) to B \E to reverse the
inequalities). In the terminology of [6] this means that the measures
µ and ν are equivalent to each other. Based on this symmetry, in the
case of the usual A∞ weights one can write characterizations of the
type “w−1 satisfies (Pj)ν” that are not listed above (see, for instance,
inequality (7.1) in Section 7). Other conditions involving medians and
also the measure ν are in [32]. Finally, let us also mention the Orlicz
type conditions in [15].

3. Equivalences

In this section we prove some equivalences among the previous con-
ditions.

Theorem 3.1. (a) Conditions (P2) and (P2’) are equivalent.
(b) Conditions (P3) and (P3’) are equivalent.
(c) Conditions (P1) and (P1’) are equivalent.
(d) Conditions (P4) and (P4’) are equivalent.

Proof. (a) The equivalence of (P2) and (P2’) follows from the fact that
the function

ϕ(s) =

(
1

µ(B)

∫
B

ws dµ

)1/s

is increasing and

lim
s→0+

ϕ(s) = exp

(
1

µ(B)

∫
B

logw dµ

)
.

(b) To see that (P3) implies (P3’) we have

w(E) =

∫
E

w dµ ≤
(∫

E

wq dµ

)1/q

µ(E)1/q′ ≤ Cw(B)

(
µ(E)

µ(B)

)1/q′

,

which is (P3’) with δ = 1/q′.

emac
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To prove the converse, assume δ < 1. Set Eλ = {x : w(x) > λ}.
From (P3) we obtain

λµ(Eλ) ≤ w(Eλ) ≤ Cw(B)

(
µ(E)

µ(B)

)δ
.

Take 1 < q < 1/(1− δ). Then∫
B

wq dµ = q

∫ ∞
0

λq−1µ(Eλ)dλ

= q

∫ A

0

λq−1dλ µ(B) + q

∫ ∞
A

λq−1−1/(1−δ)dλ

(
Cw(B)

µ(B)δ

)1/(1−δ)

= Aqµ(B) + C(q, δ)Aq−1/(1−δ)
(
Cw(B)

µ(B)δ

)1/(1−δ)

.

Choose A = wB to obtain (P3).

(c) Let ν the measure given by dν = wdµ. If we write (P3’) for the
weight w−1 with respect to the measure ν, we get (P1’). On the other
hand, the condition w ∈ Ap,B is a reverse Hölder inequality for w−1

with respect to ν. Then (c) follows from (b).

(d) Assume (P4) for some α and β. Fix β1 ∈ (1 − α, 1) and α1 ∈
(0, 1− β). We claim that (P4’) holds with α1 and β1, that is, for every
B ∈ B we have

µ({x ∈ B : w(x) ≤ α1wB}) ≤ β1µ(B).

If not, we would have

µ({x ∈ B : w(x) ≤ α1wB}) > β1µ(B).

Set E = {x ∈ B : w(x) > α1wB}. Then

µ(B) = µ(E) + µ({x ∈ B : w(x) ≤ α1wB}) > µ(E) + β1µ(B).

Therefore, µ(E) < (1 − β1)µ(B) < αµ(B), and using (P4) we deduce
w(E) ≤ βw(B). It follows that

w({x ∈ B : w(x) ≤ α1wB}) ≥ (1− β)w(B).

On the other hand,

w({x ∈ B : w(x) ≤ α1wB}) ≤ α1wBµ(B) = α1w(B).

This is in contradiction with our choice of α1.
Assume now (P4’) and write α1 and β1 the values of α and β ap-

pearing in the condition. Let E ⊂ B such that w(E) > βw(B) where
β will be chosen later. Set S = B \ E. Then w(S) < (1 − β)w(B).
Write S = S1 ∪ S2 where

S1 = {x ∈ S : w(x) > α1wB}, S2 = S \ S1.
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Then µ(S2) ≤ β1µ(B) by the assumption and

µ(S1) ≤ 1

α1wB
w(S) ≤ 1− β

α1

µ(B).

If we choose α, β ∈ (0, 1) such that β1 + 1−β
α1

< 1− α, we have µ(S) <

(1− α)µ(B), that is, µ(E) > αµ(B). �

4. Implications and restricted implications

In the first theorem of this section we establish several implications
without additional assumptions. The second theorem presents sev-
eral restricted implications, that is, implications for which we require
boundedness assumptions on the maximal operator MB.

Theorem 4.1. The following chains of implications hold:

(a) (P1) ⇒ (P2) ⇒ (P5)⇒ (P4).

(b) (P8) ⇒ (P3) ⇒ (P6) ⇒ (P4).

Proof. (a) Assume that w is in Ap0,B for some p0. Then it is in Ap,B for
p > p0 and satisfies (2.3) with uniform constant in the right-hand side.
Taking the limit in (2.3) when p goes to infinity, we get (P2).

Assume now (P2’). Set E+ = {x ∈ B : w(x) > m(w;B)}. Using
Hölder’s inequality, (P2’) and the definition of the median for s < 1 we
have ∫

E+

wsdµ ≤ (w(B))sµ(E+)1−s ≤ Cs2s−1ws(B),

where C is the constant of (P2’). Choose s such that Cs2s−1 < 3/4.
Then

m(w;B)sµ(B) ≥
∫
B\E+

wsdµ ≥ 1

4
ws(B) ≥ 1

4C
µ(B)1−s(w(B))s,

from which it follows that wB ≤ (4C)1/sm(w;B). This is (P5).
Assume that (P5) holds. Take α = 1/4 and let E be a subset of

B such that µ(E) < µ(B)/4. From the definition of the median we
deduce

µ({x ∈ B \ E : w(x) ≥ m(w;B)}) ≥ 1

4
µ(B).

Therefore

w(B \ E) ≥ 1

4
m(w;B)µ(B) ≥ 1

4C
w(B).

Thus (P4) holds for β < 1− 1/(4C).
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(b) Assume that (P8) holds. Then

1

µ(B)

∫
B

w1+δ dµ =
δ

µ(B)

∫ ∞
0

λδ−1w({x ∈ B : w(x) > λ}) dλ

=
δ

µ(B)

∫ wB

0

λδ−1w({x ∈ B : w(x) > λ}) dλ

+
δ

µ(B)

∫ ∞
wB

λδ−1w({x ∈ B : w(x) > λ}) dλ

≤ (wB)1+δ +
Cδ

µ(B)

∫ ∞
wB

λδµ({x ∈ B : w(x) > βλ}) dλ

≤ (wB)1+δ +
Cδ

β1+δ

1

µ(B)

∫
B

w1+δ dµ.

Therefore w is in RH1+δ,B if δ is such that Cδβ−(1+δ) < 1.

Assume now (P3), that is, w is in RHq,B for some q > 1. Assume
wB = 1, or equivalently w(B) = µ(B). Set Ek = {x ∈ B : 2k−1 <
w(x) ≤ 2k}. From (2.4), we deduce 2(k−1)qµ(Ek) ≤ Cqµ(B). Then∫

B

w log+ w

wB
dµ ≤ C

∞∑
k=1

k2kµ(Ek) ≤ Cµ(B),

and we obtain (P6).

Assume finally (P6) and let E ⊂ B such that µ(E) < αµ(B). The
inequality ab ≤ a log a − a + eb holds for a > 1 and b > 0. Assume
wB = 1. We have

w(E) =

∫
E∩{w≤1}

w dµ+

∫
E∩{w>1}

w dµ

≤ µ(E) +
1

b+ 1

∫
E

(w log+w + eb) dµ

≤
(

1 +
eb

b+ 1

)
µ(E) +

C

b+ 1
µ(B),

where C is the constant of (P6). With b = 2C − 1, choose α such

that α
(

1 + eb

b+1

)
< 1/4. As w(B) = µ(B), (P4) holds for such α and

β = 3/4.
Note that a direct proof of the implication (P3)⇒ (P4) is easy using

(P3’). Indeed, it is enough to take α such that β = Cαδ < 1 �

Theorem 4.2. (a) Assume that MB is a Muckenhoupt basis. Then
(P1) implies (P7).
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(b) Assume that MB is bounded on Lp for p > 1. Then (P3) implies
(P7).

(c) Assume that MB is of weak-type (1, 1). Then (P6) implies (P7).

(d) Assume that MB is bounded on Lp for some p > 1. Assume also
that for each B and x ∈ B, MB(wχB)(x) coincides with the supremum
when the averages are taken only on elements of B contained in B.
Then (P2) implies (P7).

Proof. (a) If w ∈ Ap,B, then w1−p′ ∈ Ap′,B. Since MB is bounded on
Lp
′
(w1−p′) we have∫
B

MB(wχB) dµ ≤
(∫

B

MB(wχB)p
′
w1−p′ dµ

)1/p′

w(B)1/p ≤ Cw(B).

(b) Let w be in RHq,B for some q > 1. Using Hölder’s inequality and
the boundedness of MB on Lq we have∫

B

MB(wχB) dµ ≤
(∫

B

MB(wχB)q dµ

)1/q

µ(B)1/q′

≤ C

(∫
B

wq
)1/q

µ(B)1/q′ ≤ Cw(B).

(c) If MB is weak (1, 1), we have

µ({x : MBf(x) > λ}) ≤ C

λ

∫
{f(x)>λ/2}

f dµ.

Then∫
B

MB(wχB) dµ =

∫ ∞
0

µ({x ∈ B : MBf(x) > λ})dλ

≤
∫ 2wB

0

µ(B)dλ+

∫ ∞
2wB

C

λ

∫
{x∈B:w(x)>λ/2}

w dµ dλ

≤ C

∫
B

w(1 + log+ w

wB
) dµ.

(d) From the assumption and (P2’) we have

MB(wχB)(x) ≤ CMB(wsχB)(x)1/s

for s < 1. Take s = 1/p and use the Lp boundedness of MB. �

The condition required in (d) holds for the bases of cubes or rect-
angles in Rn, or for the basis B = {(0, b) : b > 0} in (0,+∞), for
instance.
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5. Counterexamples

We build the counterexamples for B = {(0, b) : b > 0} considered as
a basis in (0,∞) and take for µ the Lebesgue measure.

Counterexample 1. Let w be the characteristic function of (0, 1)∪
(3,∞). This weight satisfies (P8) with C = 3 and β = 1. Just take
into account that

w({x < b : w(x) > λ}) = |{x < b : w(x) > λ}|
and wB ≥ 1/3 for every B ∈ B. As a consequence, w also satisfies
(P3), (P4), (P6) and (P7). On the other hand, w does not satisfy
(P5) because m(w;B) = 0 for B = (0, b) and b ∈ (2, 4); hence, neither
satisfies (P1) nor (P2).

If w is the characteristic function of (0, 2) ∪ (3,∞), then w satisfies
(P5), because m(w;B) = 1 for all B, but it does not satisfy (P2).

Counterexample 2. The weight w appearing in Proposition 4.4 of
[9] satisfies (P2) but not (P1).

Counterexample 3. Let Ii = (2i + 2−i, 2i + 1), let Ω = ∪∞i=1Ii and
let Ωc be its complement. The weight

w(x) = χΩc(x) +
∞∑
i=1

1

(x− 2i)2
χIi(x)

satisfies (P1) (actually, it is in Ap,B for all p). In [9] (see Remark 4.5) it
is proved that it does not satisfy a reverse Hölder inequality. But even
(P6) fails, because∫ 2k

0

w ≤ C12k and

∫ 2k

0

w log+w ≥ C2k2k.

Counterexample 4. The weight

w(x) = χ(0,1)∪(7/2,+∞) +
1

(x− 3) log2(x− 3)
χ(3,7/2)

satisfies (P7), but neither (P6) nor (P5) hold for w. Consequently,
none of (P3), (P8), (P2) and (P1) can be fulfilled.

To see that (P7) holds it is enough to realize that

b

2
≤
∫ b

0

w ≤ 2b

for all b > 0, and that this implies MB(wχ(0,b))(x) ≤ 2.
It is clear that w does not satisfy (P6) because w log+w is not inte-

grable in (0, b) for b > 2. On the other hand, w does not satisfy (P5)
as in the case of Counterexample 1.

emac
Highlight

emac
Highlight

emac
Highlight

emac
Highlight

emac
Highlight



12 J. DUOANDIKOETXEA, F. J. MARTÍN-REYES, AND S. OMBROSI

Counterexample 5. Replacing log2(x− 2) with log3(x− 2) in the
previous example gives a weight satisfying (P6) but not (P3).

Counterexample 6. The weight

w(x) = χ(0,1)∪(2,+∞) +
1

(x− 2)1/2
χ(1,2)

satisfies (P3) but not (P8). It is clear that the reverse Hölder inequality
holds for q < 2. If 0 < ε < 1/2 and B = (0, 1 + ε), then wB < 2. Take
λ = max(2, 1/β). For ε < min(β2, 5/4) we have

{x ∈ B : w(x) > λ} = {x ∈ B : w(x) > βλ} = (1, 1 + ε).

Assuming that (P8) holds, we would get 2ε1/2 ≤ C(2 + 1/β)ε, which is
impossible for small ε.

Counterexample 7. The weight w(x) = 2xex
2

satisfies (P7) but
not (P4). Since w(0, x)/x is increasing, we deduce that

MB(wχ(0,b))(x) =
w(0, b)

b

for every x ∈ (0, b), so that (P7) holds.
For fixed α we have

lim
b→∞

w(b− αb, b)
w(0, b)

= lim
b→∞

eb
2 − eb2(1−α)2

eb2 − 1
= 1,

and (P4) fails.

Remark 5.1. The reader can check that all the previous counterex-
amples can be easily adapted to the basis of the half-space Rn+1

+ =
Rn × (0,∞) formed by the Carleson cubes, that is,

B = {Q× (0, l) : Q cube in Rn of sidelength l}.

It is enough to consider weights depending only on the last variable.
The Ap,B weights corresponding to this basis when n = 1 are those

characterizing the weighted Lp boundedness of the Bergman projection
in the upper half-plane and are known as Békollé-Bonami weights. See
[2] and [1] for the analogous characterization in the unit ball, or [23].

6. Eight different A∞,B classes

We do not have neither a proof nor a counterexample to decide
whether (P4) implies (P7) in general. For the basis for which the
counterexamples of the previous section have been built, and also for
the basis of Carleson cubes, we can indeed prove the implication.
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Theorem 6.1. Let B be either B = {(0, b) : b > 0} as a basis in (0,∞)
or the basis of Carleson cubes in the upper half-space. In both cases
take as µ the Lebesgue measure. Then (P4) implies (P7).

Proof. (i) We consider first the basis of intervals starting at 0. Fix
b > 0. Using (P4) we know that

w(0, αnb) ≤ βw(0, αn−1b) ≤ · · · ≤ βnw(0, b).

For x ∈ (αnb, αn−1b), we have

w(0, x)

x
≤ w(0, αn−1b)

αnb
≤ βn−1w(0, b)

αnb
.

If β ≤ α, we deduce that MB(wχ(0,b))(x) ≤ w(0, b)/αb, and (P7) holds.
If β > α and x ∈ (αnb, αn−1b), we have

MB(wχ(0,b))(x) ≤ βn−1w(0, b)

αnb
.

Therefore∫ b

0

MB(wχ(0,b))(x) dx ≤
∞∑
n=1

(αn−1b− αnb)β
n−1w(0, b)

αnb

=
1− α

α(1− β)
w(0, b).

(ii) We deal now with the basis of Carleson cubes. For simplicity,
we write the proof in the case of the half-plane, but it can be extended
to any number of dimensions. We can assume that α = 1/N for some
integer N .

We work with the cube Q = [0, 1]× [0, 1]. Any other Carleson cube is
obtained from Q by translation and dilation. To compute MB(wχQ)(x)
for x ∈ Q we only need to consider Carleson cubes containing x and
contained in Q.

First we define a discretized maximal operator as follows. For j =
0, 1, 2 . . . and k = 1, 2, . . . , N j, let

Qk,j = [(k − 1)N−j, kN−j]× [0, N−j].

Denote Q̃k,j = Qk−1,j ∪ Qk,j ∪ Qk+1,j (where Q0,j and QNj+1,j are as-
sumed to be empty). Define the maximal operator

(6.1) Mf(x) = max
k,j:x∈Qk,j

N2j

∫
Q̃k,j

|f |.

(Each x belongs to only a finite number of Qk,j’s.) Given a Carleson
cube Q′ ⊂ Q containing x, there exists a cube Qk,j with side at most
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N times the side of Q′ such that Q′ ⊂ Q̃k,j. Thus

MB(wχQ)(x) ≤ N2M(wχQ)(x),

and it is enough to prove (P7) with M(wχQ) instead of MB(wχQ).
Let Rk,j = [(k − 1)N−j, kN−j] × [N−j−1, N−j], the top of the cube

Qk,j. For fixed j there are exactly N rectangles of this type placed
under a unique rectangle of the form Rk′,j−1. Note that M(wχQ) is
constant on Rk,j. Either this constant coincides with the one obtained
for the rectangle Rk′,j−1 of the previous level or it is

M(wχQ)(x) = N2j

∫
Q̃k,j

w.

Let Rj =
⋃Nj

k=1Rk,j. We claim that for some constant C(N) depend-
ing only on N we have

(6.2)

∫
Rj

M(wχQ) ≤ C(N)βjw(Q).

The proof is by induction. It clearly holds for j = 0. Assume that it
holds for j − 1. We have∫

Rj

M(wχQ) ≤ 1

N

∫
Rj−1

M(wχQ) +
Nj∑
k=1

|Rk,j|
w(Q̃k,j)

|Qk,j|
,

where the first term is the value obtained if the maximal function re-
peats the values of the previous level (the factor 1/N comes from the
ratio of the areas of the rectangles in two consecutive levels). We use the
induction hypothesis to bound the first term by N−1C(N)βj−1w(Q).
On the other hand, we use (P4) several times to get

w(Rj) ≤ βjw(Q).

Then we get ∫
Rj

M(wχQ) ≤
(
C(N)

βN
+ 3

)
βjw(Q),

from which (6.2) holds if

C(N) ≥ 3βN

βN − 1
.

Summing the estimate (6.2) in j we get (P7). �

A consequence of the results in the previous section and the coun-
terexamples in this section is the following corollary.
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Corollary 6.2. Let B be one of the bases of the preceding theorem.
Define for j = 1, 2, . . . , 8 the classes

Aj∞,B = {w : w is a weight and satisfies (Pj)}.

No two of them coincide. More precisely, only the inclusions

A1
∞,B ⊂ A2

∞,B ⊂ A5
∞,B ⊂ A4

∞,B ⊂ A7
∞,B

and

A8
∞,B ⊂ A3

∞,B ⊂ A6
∞,B ⊂ A4

∞,B ⊂ A7
∞,B

hold, and all of them are strict.

7. Bases of cubes and rectangles: a new characterization

Properties (P1)-(P8) are equivalent for the basis of all the cubes of
Rn with the Lebesgue measure, so that for this basis the Aj∞,B classes
defined in Corollary 6.2 are all the same.

Theorem 4.2 can be applied to the bases of cubes to obtain (P7) from
several other conditions. On the other hand, the Hardy-Littlewood
maximal operator satisfies a reverse weak-type (1, 1) inequality:

1

λ

∫
{x:f(x)>λ}

f(x)dx ≤ C|{x : Mf(x) > λ}.

This inequality is due to Stein ([30]) and can be found also in the books
of the references at the end of the paper. For each cube Q, apply the
inequality to f = wχQ and integrate in λ ∈ (wQ,∞) to deduce that
(P7) implies (P6).

To obtain the equivalence of all the properties it remains to prove
that (P4) implies (P1) and (P8). In [6] (P8) is obtained from (P4’)
using the Calderón-Zygmund decomposition of w adapted to the cube
Q (see also [28] or [27]). On the other hand, since (P1) is equiva-
lent to (P3)ν for w−1 (we use here the notation introduced at the last
paragraph of Section 2), applying the first implication of part (b) of
Theorem 4.1, it follows from (P8)ν for w−1: there exist C, β > 0 such
that for every B ∈ B and for every λ > w−1

B it holds that

(7.1) µ({x ∈ B : w(x)−1 > λ}) ≤ Cλw({x ∈ B : w(x)−1 > βλ}).

As for the proof of (P8) from (P4) this can be done using the Calderón-
Zygmund decomposition of w−1 adapted to the cube Q with respect to
the measure ν, which is a doubling measure (again using (P4)).

We introduce in this section another property from which we ob-
tain new characterizations. It is somehow related to the Orlicz type
characterization of [15].
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Definition 7.1. Let Φ : (1,+∞)→ [0,+∞) be a nondecreasing func-
tion such that limt→+∞Φ(t) = +∞.

(P9): There exists C > 0 such that for every B ∈ B it holds that∫
{x∈B:w(x)>wB}

w(x)Φ

(
w(x)

wB

)
dµ(x) ≤ C

∫
B

w.

Actually, this is not a unique condition because it differs for each Φ
under the stated assumptions. In particular, Φ(t) = log t is the same as
(P5), and Φ(t) = tq−1 with q > 1 is the same as saying that w ∈ RHq,B.

Theorem 7.2. (a) (P9) implies (P4).

(b) Assume that Φ satisfies

(7.2) lim
t→+∞

Φ(t)

tq−1
= 0 for all q > 1.

Then (P3) implies (P9).

Proof. (a) For each s > Φ(1) define Φ−1(s) = sup{t : Φ(t) ≤ s}.
Given E ⊂ B, let E1 = {x ∈ E : w(x) ≤ Φ−1(2C)wB}, where C is

the constant in (P8), and E2 = E \ E1. We have the estimates∫
E1

wdµ ≤ Φ−1(2C)wBµ(E)

and∫
E2

wdµ ≤ 1

2C

∫
{x∈B:w(x)>wB}

w(x)Φ

(
w(x)

wB

)
dµ(x) ≤ 1

2
w(B).

Adding both estimates we get

w(E) ≤
(

Φ−1(2C)
µ(E)

µ(B)
+

1

2

)
w(B).

Choosing α such that αΦ−1(2C) < 1/4, (P4) holds with β = 3/4.

(b) If w ∈ RHq,B, use that Φ(t) ≤ Ctq−1 for t > t0 to majorize the
integrand of the left-hand side of (P8) by wq(wB)1−q. �

Corollary 7.3. If Φ satisfies (7.2), then (P9) characterizes the usual
A∞ class of weights for cubes.

We can take Φ(t) = log log t or other functions growing slowly to
infinity and obtain new characterizations of A∞.

Remark 7.4. Gehring’s lemma is an improvement of the exponent of a
reverse Hölder inequality ([14]). It can be stated as follows: if w is in
RHq,B, where B is the basis of cubes, then it is in RHq+δ,B for some
δ > 0. Note that Gehring’s lemma together with (P2’) (for just one
value of s) gives the reverse Hölder inequality for the weight w ∈ A∞.
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Alberto de la Torre obtained a simplified proof of the reverse Hölder
inequality for Ap weights using (P2’), which is actually equivalent to
proving Gehring’s lemma. De la Torre did not publish his proof, but it
can be found in [29], for instance. Although only one value of s ∈ (0, 1)
is enough to obtain a reverse Hölder inequality for w, the advantage
of having (P2’) for every s ∈ (0, 1) with uniform constant is that the
exponent of the reverse Hölder inequality can be given in terms of the
constant as in [29].

The equivalence of (P9) and (P3) for the basis of cubes can be
phrased as an improvement of the local integrability as in Gehring’s
lemma. Indeed, if w satisfies (P9) for some Φ fulfilling (7.2), then it
satisfies a reverse Hölder inequality and, in particular, is locally in Lr

for some r > 1.

On the other hand, the counterexamples of Section 5 can be adapted
to see that both converses of Theorem 7.2 fail for the basis of intervals
starting at 0.

We consider now the basis obtained transforming the basis of cubes
with a linear transformation. Let T be an invertible linear transforma-
tion in Rn (T ∈ GL(n,R)). Consider the basis

BT = {T (Q) : Q cube in Rn}.

Define fT (x) = f(Tx). Given B ∈ BT , let B = T (Q). Then

1

|B|

∫
B

f(x)dx =
1

| detT ||Q|

∫
T (Q)

f(x)dx =
1

|Q|

∫
Q

fT (x)dx.

Therefore, MBT f(x) = MfT (T−1x), where M is the usual Hardy-
Littlewood maximal operator on cubes.

An immediate consequence of the equivalence of the characteriza-
tions of A∞ for the basis of cubes is that the corresponding character-
izations are also equivalent for BT .

Corollary 7.5. Let T be a subfamily of GL(n,R) and B =
⋃
T∈T BT .

All the characterizations except (P7) are equivalent for B. They are
also equivalent to the following:

(P10): there exists C > 0 such that

sup
T∈T

sup
B∈BT

∫
B

MBT (wχB)dµ ≤ Cw(B).

Moreover, (P7) clearly implies (P9), hence it implies all the other
characterizations.
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7.1. Bases of rectangles. Let Λ = (λ1, . . . , λn) ∈ (0,+∞)n. Define
TΛ(x) = (λ1x1, . . . , λnxn). Then BTΛ

is the (one-parameter) family of
rectangles in Rn with sides parallel to the coordinate axes and dimen-
sions λ1l × · · · × λnl with l ∈ (0,+∞). The basis B =

⋃
Λ∈(0,+∞)n BTΛ

is then the family of all rectangles in Rn with sides parallel to the
coordinate axes. Then Corollary 7.5 applies.

In this case, the maximal function associated to the basis of rectan-
gles is the strong maximal function. Since we know that it is bounded
on Lp for p > 1, we can use part (b) of Theorem 4.2 to deduce that
(P7) is also an equivalent characterization.

7.2. Bases of all rectangles in all directions. By using all the
transformations in GL(n,R) we obtain the basis formed by all rect-
angles in Rn with arbitrary orientation. We can apply Corollary 7.5
again. Since the universal maximal function, that is, the maximal func-
tion over all rectangles, is unbounded on Lp for finite p, we cannot apply
Theorem 4.2. In this case, we have not been able to prove or disprove
the equivalence of (P7) with the other characterizations. If we adopt
the notation of Corollary 6.2, all the classes except A7

∞,B coincide. This
one is contained in the others, but we do not know if the inclusion is
strict.

7.3. Bases of rectangles in a set of directions. If we fix a subset
of directions in the unit sphere and consider only rectangles whose
largest side is in one of the directions of the fixed subset we obtain
the equivalence of all the characterizations whenever the corresponding
maximal operator is bounded on some Lp for finite p. In such a case,
part (d) of Theorem 4.2 applies.

8. BMO for general bases

Given a basis B we can define an associated BMO space in a naive
way saying that BMOB is the class of measurable functions f , inte-
grable on every B ∈ B, such that

sup
B∈B

1

µ(B)

∫
B

|f − fB| dµ < +∞.

In the case of the usual Muckenhoupt weights for the Hardy-Littlewood
maximal operator there is a close relationship between BMO and the
Ap weights: (i) if w ∈ Ap for some p, then logw ∈ BMO; (ii) if
f ∈ BMO, for some α ∈ R, then eαf is in Ap.

In the general setting we are considering, the first part remains true,
but not the of the second one.
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Theorem 8.1. Let BMOB as before.
(a) If w satisfies (P2), then logw ∈ BMOB.
(b) There exists a basis B and a function f ∈ BMOB such that eαf

does not satisfy (P2) for any α ∈ R.

Proof. (a) Let (logw)B = m. Using (P2) we have

1

µ(B)

∫
B

w ≤ Cem.

Let B+ = {x ∈ B : e−mw(x) > 1} and B− = {x ∈ B : e−mw(x) < 1}.
Then,

1

µ(B)

∫
B

| logw −m| dµ

=
1

µ(B)

∫
B+

(logw −m) dµ+
1

µ(B)

∫
B−

(m− logw) dµ

=
2

µ(B)

∫
B+

(logw −m) dµ ≤ 2

µ(B)

∫
B+

e−mw dµ ≤ 2C.

(b) With the basis B = {(0, b) : b > 0} in (0,∞) and the Lebesgue
measure, let us define

f(x) =


1, if x ∈ (0, 1) ∪ (3,∞),

− 1

(x− 1)1/2
, if x ∈ (1, 2),

1

(x− 2)1/2
, if x ∈ (2, 3).

To check that f ∈ BMOB it is enough to observe that

1

b

∫ b

0

|f | ≤ 3.

But for any α ∈ R the function eαφ is not integrable, so that it cannot
fulfil (P2). �
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[4] , Equivalent definitions of dyadic Muckenhoupt and reverse Hölder
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Herriko Unibertsitatea (UPV/EHU), 48080 Bilbao, Spain

E-mail address: javier.duoandikoetxea@ehu.es

Departamento de Análisis Matemático, Facultad de Ciencias, Uni-
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